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Converged Infrastructure

= Pretested = Consistent,

= Preconfigured = Financially efficient

= Bundled solutions, acting as whole, = QOperationally simplified

= consisting of compute, network, = |ndependently scalable solution

storage and management software. = Rapidly deployable

= Allows granular upgrades

= SaaS and Hybrid Cloud

3 = Critical applications on our
§ infrastructure
1 2 | R ==l = 60% virtualized -> still 40%
UCP- Select martStac .
- VeREX Versastack racH <nimble physical servers

= B =
UCS Director
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Cisco Converged Infrastructure Vision

« Cisco captured the vision of Converged Infrastructure 5 years ago
» Cisco based Converged Infrastructure solutions lead the industry

« Bring the same simplicity model to all Converged Infrastructure

solutions
* Not dependent on a specific storage type (Physical, SdS, HCI, or All Flash)
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Definition: What is Software Defined Storage (SdS)

= The programming that controls the storage
is decoupled from the physical hardware

= Consists of the Storage Only

= Emphasizes storage services such as

deduplication or replication, instead of Software Defined Storage

storage hardware : ;..;;.W.lv.?ﬁaﬁ;:.—ﬁ—a—;—;——n—@m—?
= Ashared pool that runs on commodity liilliilliiiliﬁlilil 4

hardware Local Physical Storage

= Utilizes Policy Based Management

Storage Software can run on bare

and is part of a bigger industry trend of metal or as a VM on a hypervisor host
Software Defined Datacenter

= Often referred to as Storage Virtualization

© 2013-2014 Cisco and/or its affiliates. All rights reserved. 4



Definition: What is Hyper-convergence?

= New Converged Infrastructure offering utilizing Cor\m/t'raller
Software Defined Storage
= Tight integration of x86 servers for compute ‘Hypervisor
and storage, networking and virtualization in Local Physical Storage

all-in-one appliance.

= Integration of hypervisors and physical
infrastructure
Hyperwsor

Local Physical Storage

= Simple Scale one unit/appliance at a time

= Simple Deployment measured in hours

= Centralized Management, intuitive Ul

Hyperwsor
Local Physical Storage
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What does Hyper-converge promise?

* Fast Deployment (Hours not Days)
 Management Simplicity (Centralized and intuitive UI)
* Operational Simplicity (Target VM administrator)

« Simple Elasticity (automatic scale)

* Cost efficiency (predictable small step-based growth)




Hyper Converged Architectures

« Storage VM installed on Hypervisor Host

« Storage Controller Virtual Machines have
direct access to all physical storage

» Pool storage for distributed capacity :

* Hypervisor host presented with an NFS Hyperwsor

Datastore (Filesystem) Local Physical Storage
«  Simplivity

Storage
Controller

Storage Storage
Controller Controller
VM

uuuuuuuuuuunuuuuuuuﬁ’u

y i.' n'mlwlglulmlﬂlggulﬂiu‘ﬂﬁﬂgﬂ"Eﬂs-ﬁ

‘[ Hypervisor | Hypervisor

Local Physical Storage Local Physical Storage
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UCS Software Defined Storage Strategy

UCS Director API

UCS Director
Policy Driven, Application Centric Infrastructure Management and Orchestration

smplvity business risk

Virtual SAN

\  Cisco Validated to minimize

UCS Manager Domain

EMC Scaleil * Delivered with all of the
StorMaghc programmatic and operational

LT benefits_qf Cisco UCS
LT DataCore * Unlfled.l\/lanag.ement _
'!‘.“f ‘fﬂ“’mm“ — « UCS Director integration
—— . Unified Fabric

UCS B-Series UCS C-Series S springpath

\ Unified Computing System

@redhat.
JGLusTER

TE)

UCS and Hyper-Converged Software

© 2013-2014 Cisco and/or its affiliates. All rights reserved. 8




“l want to manage
my physical servers
Just like my virtual
machines’ Ps==s
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Server Deployment Management

Chassis Management
 New management layer

(— (— (— (— f— {—

() [0) [ [0) [0) () () ,

e 28 cf cf B i o Benefits

() (0] (<) () @ [h) @ . . .

N o N N v O O « Consistency in chassis

* Shared chassis infrastructure
monitoring
Weakness

@ @ O O O O ) » Additional mgmt overhead

cl N < il cf = < L

) @ ) ) ) o) ) « Additional cost overhead
A O OO 0N OO OO OO O

* Need chassis aggregation
management

+  Artificial tion point
fical aggregation point

J )




Server Deployment Today

Mamt Server

Over the past 10 years

» An evolution of size, not thinking

R

~-E—— « More servers & switches than ever
E' - More switches per server
I' I « Management applied, not integrated

'i ﬂ' An accidental architecture
I' EEEEE I - Stilla 1980’s PC model

_n u_ Result: Complexity
—— * More points of management
I. I « More difficult to maintain policy coherence
NEEEEEEEN «  More difficult to secure

©Z;L a-wd « More difficult to scale ;



Our Solution: UCS

Magmt Server

« A single system that encompasses:
* Network: Unified fabric
* Compute: Industry standard x86

|
I
'S
l

* Virtualization optimized

Unified management model
* Dynamic resource provisioning

- \
|

Efficient Scale
» Cisco network scale & services

* Fewer servers with more memory

Lower cost
* Fewer servers, switches, adapters, cables

=
I

|mn|
I

* Lower power consumption

* Fewer points of management

© 2013- 13




Our Solution: UCS

- Single, scalable integrated system
» Network + compute virtualization
« Dynamic resource proyisioning

S Mgmt N LAN - SANA |
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UCS System Architecture
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Unified Computing System Manager

& Cisco Unified Computing System Manager - Benchmark

Fault Summar :
¥ : @ 35 New ~ ‘ | Options | €& (i)

2 Y 4 a

>> T Equipment » &% Chassis » 38 Chassis 1

GenefalIServers Service Profiles | IO Modules | Fans | PSUs | Hybrid Display | Slots | Installed Firmware | Faults | Events | FSM | Statistics

Equipment | servers || Lan | San | vt || admin
Filter: Aall - Fault Summary Physical Display

=18 Equipment @ W /N ’ B

= #% Chassis 190 o 43
=
IE: Actions
48 Acknowledge Chassis
%8 Remove Chassis
© Turn on Locator LED

=
= sg# Interface Cards )
-W9 Interface Card 1 /R View POST Results
=== Server 3
=== Server 4

=== Server S
=== Server 6
=== Server 7
=== Server 8
=g Switches Properties
=l Switch A S
7 @ ﬁe:e:dvoec:’u;zrts Product Mame: Cisco UCS 5108
=]
- @ Unconfigured Ports » Wendor: Cisco Systems Inc
- »% Uplink Ethernet Ports Revision (VID): O
- ©$ Expansion Module 2 Locator LED:

RCRCRGR

#

PID: N20-C6508
Serial Mumber (SN): FOX12465009

»#% Fans <

v

- mE PSUs

-l Switch B

4 Logged in as admin@10.193.143.100 l |

System Time:

2009-04-10T01:36

+ Embedded device manager for family of UCS components
+ Enables stateless computing via Service Profiles
» Efficient scale: Same effort for 1 to 160 blades/rack servers

«.-APls for integration with new and existing data center infrastructure



UCS C-Series Compute Portfolio

Cisco UCS: Many Server Form Factors, One System
Industry-Leading Compute Without Compromise

Enterprise Performance

Compute Intensive/Mission Critical Storage Density

UCS C240 M4
Ideal Platform for Big Data, ERP,
and Database Applications

UCS C460 M4 UCS C3260
Mission-Critical, 4-Socket Server for Large, Storage Density with High Availability
CPU-Intensive Applications

UCS C220 M4
Versatile, General Purpose Enterprise
Infrastructure, and Application Server
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Single Connect C-Series at S

UCS 6100 or 6200 UCS 6100 or 6200 UCS 6100 or 6200 UCS 6100 or 6200

Nexus 2232 Nexus 2232 !

Direct Connect
UCS Rack Server

UL EECULLE

Single Connect
UCS Rack Server
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Service Profile

)

~—

Storage
» Optional Disk usage

« SAN settings

* LUNs
 Persistent Binding

* SAN settings
* vVSAN

* Firmware
© 2013-2014 Cigzo R&¥|i$j QrE]lSeserved.

- Server
* |[dentity (UUID)
» Adapters
* Number
» Type: FC, Ethernet
* |dentity
» Characteristics
* Firmware

* Network

* Uplinks
* LAN settings

* vLAN

* QoS

 etc...
* Firmware

* Revisions

20




Integrated Stateless Computing

= Server identity no longer has to be
tied to physical server hardware

= Boot over network (LAN or SAN)

Server Name
uuIiD
MAC
WWN

! c 0

Orader
Chassis-1/Blade-5

= Dynamic Provisioning

© 2013-2014 Cisco and/or its affiliates. All rights reserved.
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UCS Service Profiles
Configuration Portability

f \ ( . . \
SIM Card Service Profile
Identity for a Phone Identity for a Server

UCS Service Profile

Unified Device Management

© 2013-2014 Cisco and/or its affiliates. All rights reserved.



UCS Central
Unified Management for Multiple UCS Domains

Unified Management at Scale

UCS Central

UCS Manager UCS Manager UCS Manager UCS Manager ; UCS Manager
e aean  eao e Tean IR Tl e e | re=Taean| |




Cisco UCS Director Turn-Key Solution

On-Demand Domain
Automated Delivery Managers

Policy-Driven
\ Provisioning /

Single Pane of Glass

UCS Director

End-to-End
Automation

enanftenantTenant

A B C

© 2013-2014 Cisco and/or its affiliates. All rights reserved. 24




Infrastructure Catalc

@ Refresh

wn—:

Windows 2008 Ent 64 Bit OS Apache Web Server - RHEL Adobe Acrobat App Windows 2008 R2 Ent 64 Bit + ... RHEL Server 6.1 OS MS SQL DB Server
VMware-Cloud VMware-Cloud VMware-Cloud VMware-Cloud VMware-Cloud VMware-Cloud
> "' - -
o i | v =
e ¢ =
1IS Web Server Multi Tier Apps Multi-App-Container MS SQL DB Server and SAN Sto... demo Storage_Volume
VMware-Cloud VMware-Cloud VMware-Cloud VMware-Cloud
b’
Create vLAN Across Compute a... CL_Windows_2008
VMware-Cloud

« Self-serve provisioning of IT infrastructure
« Role-based access for technical users

© 2013-2014 Cisco and/or its affiliates. All rights reserved. 25




n h
Example — Self-Service
- Self-Service User login
L . Current status for the service request.
¢ Cata|09 items @ Initiated by admin 08/07/2012 03:10:39
« Create Request for a Virtual Resource @ Budgetietch 08/07/2012 03:10:47
- Monitor the VM provisioning process = () e e 07/2012 021031
=2
. c i /) 11z
- Management of VM Life Cycle and = Q) it . oz osTes
resources gl- @ Approval By prodadmin 08/07/2012 03:11:40
g @ srr:v\l/sllsciglrr‘\g completed oaTIZ ORI
‘Z’ Setup Lifecycle Schedule 08/07/2012 03:18:01
s O
=}
Notify 08/07/2012 03:18:33
© 2013-2014 Cisco and/or its affiliates. All rights reserved. 26



Dashboards for Single System

I
=) Automatic Refresh

Trend: Number of VMs (Last Week) £3 ive VMs Trend: Memory (Last Wi UCS Fabric Interconnect I ory
Compute for All Clouds Compute for All Clcg Compute for All Clouds Compute for All Clouds Compute for Default Datacenter
6 4 O Total 2 L1
.1 24 §
B - Active 16 :
2 L Total CPU Sock 16 e 3
o 2 o ! 5
os/0%/2013 06/14/2013 g os/om2013 06/14/2013 3
Date/Time ® 0 Date/Time 3 o
Active VM Distribution By Cloud | w |
Compute for All Clouds Compute for All Clouds Compute for All Clouds Compute for All Clouds Compute for All Clouds
=
40 s 24 Qg @0 o 180
- @
9 16 =
20 = X 120
i 2 20 [2)
— o 8 ~ = 60
o & N
os/o®/2013 0871472013 o o o
Date/Time Cisco Demo Cloud Cisco Demo Cloud Cisco Demo Cloud
Last Update: 06/14/2013 10:28:14 GMT-0700

« Rapid configuration and monitoring
« Customizable view
« Quick status across critical components

© 2013-2014 Cisco and/or its affiliates. All rights reserved.
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Infrastructure as a Stac

Stack View - cmode_vsim_15

| Microsoft Windows Server 2008 R2 (64-bit)

cmode_vsim_15
192.168.1.200

& Mord disk 1 [ Wy Network adapter 1 (port0)
10.65.123.163

[;, Dotostore: Crmode_VSIM_Form_Dotastore (NFS)

| & VMware £5X 5,0.0

esxS_nodel.stratus9.co.uk, Stratus9 Primary Cluster

& N20-86625-1

Cisco Systems Ine (UCS) J
a Chassis DN: sys/chassis-1 - Aggregate: agorl 10.65.123.11 (NX-OS, S.0(IIN2(2.1w))
Chassis 1D: 1 (N20-C6508) J
v

| o Volume: str9_inf_cmode_vsim_farm

Compute Storage




Cisco UCS Performance: 100 Records
World-Record Performance

17 18 18

Database Enterprise Enterprise HPC
Application Middleware

Cisco UCS Benchmarks that held world record performance records as of date of publication For details, please see source document “Cisco Unified Computing System and Intel Xeon
Processors: 100 World-Record Performance Results” at http://www.cisco.com/c/dam/en/us/products/collateral/servers-unified-computing/le_32801_pb_ucs_worldrecords.pd
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Isco Validated Designs

alualn 2
cisco EMC

Cisco Solution for EMC VSPEX Microsoft Hyper-V
Architectures

Executive Summary

shion e the EDC VSPEX is 0 poe valshonod and mmodular archibte b with oo sk
i - The :

Cisco

Validated
Designs

Nmm
CIsco.

© 2013-2014 Cisco and/or its affiliates. All rights reserved.

Reference Architecture-Based Design
for Implementation of Citrix
XenDesktops on Cisco Unified
Computing System,

VMware vSphere and NetApp Storage

Cisco Validated Design

August 2010

1Y 4!3”

A2

Microsoft SharePoint 2010 with Microsoft
Hyper-V on Cisco UCS Rack Server

Executive Summary

alaln G

ey
Gaca Syesem, .. 199 oot Touma v, S oo, A 99134-1790 USA

Cisco. - o P, e 4
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Hyper-Converged
Use Cases



Small DC

. Cisco UCS Mini + C-Series
Customer Requirements

« Compute and low cost storage needs

Traditional SAN viewed as too expensive/
complex

Simple setup and management

Adequate performance for larger workloads

+ simplivity: }P[Ja

Advanced storage services a bonus

Ability to scale compute and storage

e
cisco



Enterprise Datacenter Storage Alternative

Customer Requirements ] )
Cisco UCS Blades + C-Series

« Lower Centralized storage costs than traditional
storage

Maximum Performance for Enterprise Workloads

Requires advanced storage services
+ Site to Site replication

+ Advanced clone and snapshot + simplivity ’%@

» Compression, Dedupe

Simple and predictable linear scaling
» Scale one node at a time

Simple Centralized Management

Mix of compute and storage nodes

e
cisco



General Purpose

Customer Requirements

« Lower Centralized storage costs than traditional
storage

Technically acceptable performance needs for
VDI/TestDev/Private Cloud

Desire for advanced storage services
» Site to Site replication

* Advanced clone and snapshot

» Compression, Dedupe

Simple and predictable linear scaling
» Scale one node at a time

Simple Centralized Management

e
cisco

Cisco UCS C-Series

simplivity - 1@



Cisco Based Solutions
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OmniStack Integrated Solution with Cisco UCS

Product Differentiation

Highly Available VM Infrastructure

e Scale Out Architecture in 2U modular increments - I Ir
simphvity 75 "t

» Data Virtualization Platform, powered by the
OmniStack Accelerator Card: Dedupe, Compress,
Optimize, At Ingest, Inline, In Real-Time, Once and
Forever: Primary, Backup, Archive, WAN, Cloud

* VM-Centricity & Mobility: all policies, commands
and info on per VM basis for backup, replication
and DR

» Global Unified Management with one screen: OmniCube

Accelerator™
VMware vCenter

* Infrastructure Management with Cisco UCS
Manager

dlrer]n,
cisco



SimpliVity OmniStack™ Product Family

OmniStack 5400
“large”

i
CISCO.

OmniStack 2400

OmniStack 3400

“medium”’

Accelerator™ '
Included ﬁ OmniStack Integrated Solution for Cisco UCS C240 M4

CPU Intel v3 8 - 28 cores 16 — 28 cores 16 - 28 cores
Memory* 71 —-455 GB 128 — 412 GB 267 — 667 GB
2.5 HDDs 8x1TB 20x1TB 20x1.2TB 10K
2.5 SSDs 2x400GB 4x400GB 4x400GB
Usable Capacity 497TB 13.1TB 15.7 TB
Size 2RU 2RU 2RU
Common Global Dedupe, Compression, Optimization, High Availability, Redundant Power, VM-
Features centric Policy-based Backup/Recovery/DR, Replication, VM Mobility,

e
* Usableo

Integrated Management via vCenter, Single File Restore




OmniStack Integrated Solution with Cisco UCS
Technical Details

1. Configurable CPU up to simplivity- @éﬁ rlhel
2 x 12 core Intel CPUs 3 ~

2. Configurable RAM
256GB — 768 GB RAM

3. Capacity:
a. 6 x400GB SSD, RAID 5
b. 18 x 1TB HDD RAID 6 (2 disk groups)
c. 2or4 x 10GbE (Copper or SFP+) + 4 x 1GbE

4. Redundant power supplies, fans, hardware
components and a highly available configuration =
no single point of failure

5. SimpliVity OmniStack Software
6. SimpliVity OmniStack Accelerator Card OmniCube

Accelerator™

dlrer]n,
cisco



UCSD SimpliVity Integration Examples

'Iclllslélc;' Cisco UCS Director admin @ | LogOut | Cisco | About Help | Object Search

sl s
tisco.  CisCo UCS Dir

il Cisco UCS Director * Cisco UCS Director admin @ | ogOut | Cico | About | Melp | Object Search

‘Workflow Designer - VM_Restore (37)

Vitual v Physical v Organzations v Conl

Available Tasks [LEd workfiow Properties | [ Create New Version | [ validate workfiow | [ Execute Now | -
Shccourt =] ] B avto tayout [ compact view Mode [ Full view |
Omnicube Summary | Of Worlk] — | -
I » CIAPIC Tasks
@ Retresn @ A | » 21 cloupia Tasks e
Cairo " » 23 Context Mapper Tasks Start =
Lagical Capacky » 3 Custom Tasks -
Vendor  Simpivity * Datacenter Summar » 3 Obsoleted Tasks E
o @ refresh (8 1] ||> 3 | v 220pen Automation Community Tasks
Model  OemiCube ™ =1 e 3
= Stotus  OK 3T Datacenter Datasto| | » (14 v £ omnicube ViRestore x
i : = i T,
ame
H 1P Address 101313155 . . Vendor  Simplivity - - d VM Reset )
cairods1 Vi Radhore’
os peototypeandes 7 ° Model OmniCube

» ) vahidated r—

/
» 3 Physical Compute Tasks —
B o 1 Status oK » (23 Physical Network Tasks = (Failed) |
e » 3 Physical Storage Tasks
1P Address 10.20.4.201 » (3 Pod Management Tasks

Compute

OmmiCuse Summary » 3 Procedural Tasks

Account Name os Release 2.1.11.8, » (23 Public Cloud Tasks
Datacerer

OmvStack Version

» 3 Resource Group Tasks
» (3 Service Container Tasks
> 3 System Activity Tasks
VDI Tasks

» 3 Virtuakzation Tacks

Network

Storage

VM Restore
Beadiue..

Pod Mgmt

To add a new task, drag and drop a task item to
design ares (&l
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Thank you.




